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Background
● MSc. in Economics in Waseda University, but is working as a 

mainly-backend engineer in a pre-launch AI startup (Opland) utilizing 
OpenAI APIs.

● Worked in Indonesian Financial Services Authority for 2 years as a Project 
Manager for a database project (MS-SQL)

● Main language is Python, but has been learning and hobby coding in 
Clojure since 2020. Still a newbie though!

● I’m in https://functional.cafe/@irfanns and Clojure’s Slack! Feel free to DM 
me anytime.

https://functional.cafe/@irfanns


Intro: Transformer Models

Source: Huggingface.co (March 2023) with editing



Available API from OpenAI



prompt->production: 

Be careful of 
hallucination and 
prompt injections!

Safety and Alignment



Enhancing Safety and Alignment
● LLM APIs are stateless, to write Chat app you will need to 

append the chat history into the prompt.
● Result: in a long-enough conversation, LLM with history 

will “forget” the original prompt and return to default 
settings → LORA/finetuning?

● Telling GPT-3.5 to output JSON, YAML: Possible but not to 
exact format. → “Probabilistic Programming” (except if 
`temperature` = 0)*

● Try-catch on responses’ data shape! (Demo later)



Addressing Hallucination and Logical Reasoning
Hallucination is reduced by prompting for fact-checking and verified 
information.

● Access to GPT-4 Premium API? Please try Plug-Ins
● Tomorrow (Saturday 17th) LLMOps in bosquet library by Žygimantas 
● For now, can have following prompt types:

`Resources`: [Facts, keywords, code, ]
`Rule`: Act as… Return a JSON format…
`Purpose`: Please write…



Logical Reasoning
Logical reasoning differs in each LLMs.

● Main logical reasoner is GPT-4, with tools like LangChain and methods 
such as Tree-of-Thoughts tested on it.

● GPT-3.5 is not as good, but can act great in a ‘hybrid’ system, with 
user/system interfacing GPT-3.5 with factual resources, tools, and actions

● Further development: Putting core.logic or evolutionary algorithms into 
LLMs? Might not make sense with OpenAI, but local models might be able 
to do it as well ‘soon’ or ‘now’.



Few Shot Learning
Rather than finetuning, teach LLM on how to 
answer by providing explicit demonstrations 
of task at inference time (prompting)

See: Brown et al. (2020)

Cost more tokens, especially as academic 
suggestion is more than 10 examples; but 
even One-Shot Example can be enough in 
most cases.

Example:

Using logseq-plugin-gpt3-openai by @bsunter in 
Logseq

https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html


Classical NLP Problems

Source: 
https://www.deeplearning.ai/resources/
natural-language-processing/ 

https://www.deeplearning.ai/resources/natural-language-processing/
https://www.deeplearning.ai/resources/natural-language-processing/


Aside: Solving NLP Tasks using Transformers
No need to train your own model on dataset, use GPT-3.5/GPT-4? Or 
choose from HuggingFace → 

● As long as context fit in token limit (2K for GPT-3.5, 8K for GPT-4)
○ 16k tokens context by 13 June.

● As long as not filtered
● Stochastic responses

→ Doable



Modern Capabilities
1. Code Generation:

- quick scripts (bb, nbb) → Clojure for system shells!
- stable, popular libraries
- your codebase: still a bit hard unless proper context is fed 
into prompts. Privacy issues.

2. Informational Agent (LangChain, AutoGPT)
3. Believable Roleplaying (NovelAI, CharacterAI)
4. Multi-Modal capabilities (text => image => sound => video)
5. Novel capabilities → new prompts might unlock new 

capabilities from our current LLMs.



Prompt: `Please write a short, concise, non-cheesy, one paragraph poem in Interlingua de IALA 
language and translate it to English with the following theme: Thanking a community of Clojurists 
for watching and listening to my presentation about prompt engineering for LLMs in Clojure:`


